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THE VALUE OF DATA



Soho, London, 1854
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Cholera: What we know now ...

chol-er-a
/ 'kalara/ ©

noun

an infectious and often fatal bacterial disease of the small intestine, typically contracted from
infected water supplies and causing severe vomiting and diarrhea.




Cholera: What we knew in 1854

chol-er-a
/'kalara/ %

an infectious and often fatal -disease

JiECEE SIS UPRlESERE c=using severe vomiting and diarrhea.




1854: Galen’s miasma theory of cholera
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1854: The hunt for the invisible cholera
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A LONDON BOARD OF HEALTH HUNTING AFTER CASES LIKE CHOLERA X



John Snow: 1813—1858




John Snow: 1813—-1858




The survey of Soho

sl 4T >
w0t s e B

. Av:‘}ﬁ{/-’:-
¥ Setnn sy Kol
- " ./4,(0:/

=5 vy 4 Mo idlen e nets
o Prrand Sind s o Aoy
» Ak AL n i

RN ans’ Gy o Wil

- Ias e
", A 2/4,./

’

¢
>
-

WL ) setms

o

et




The survey of Soho
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What the data showed ...
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What the data showead




616 deaths, 8 days later ...

¥ TheRed Granite kerbstone

i marks the site of the historic

BROAD STREET PUMP £

associated with Dr. John Snow'’s ‘\ :

discovery in 1854

that Cholerais conveyed by water




Cholera: What we knew in 1855

chol-er-a
/'kalara/ %

an infectious and often fatal -disease

JiECEE SIS UPRlESERE c=using severe vomiting and diarrhea.




Cholera boil notice ca. 1866
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Cholera boil notice ca. 1866
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Thirty years before discovery of V. cholerae




John Snow: Father of Epidemiology




Epidemiology’s Success Stories

The polio endgame
Since 1988, when the WHO

ORLD HEALTH

resolved to eradicate polio, its
THE MAGAZINE OF THE WORLD HEALTH ORGANIZATION - MAY 1980 footprint has shrunk dramatically.
It is only considered endemic in
Afghanistan, Pakistan and Nigeria
(which hasn't seen a case since
2016). Last year there were only
22 new cases reported.

1988 2017

B Endemic
countries 125 3

SOURCE: World Health Organization
TORONTO STAR GRAPHIC
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Paper) Notebooks no longer good enough
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THE GROWTH OF DATA



“Big Data”

o AN
v SHL Li\
English Wikipedia
=~ 51 GB of data

(2015 dump)
(Text; No edit history)
(XML, uncompressed)

S )

WIKIPEDIA

The Free Encyclopedia

1 Wiki = 1 Wikipedia



“Big Data”

mmons

~ 24 TB of data
=~ 470.6 Wiki
(2014 dump)




“Big Data”

A ARy

Twitter
~ 8 TB / day
~ 157 Wiki / day
(2013, generated)

tml:er




“Big Data”

Large Synoptic Survey Telescope
~ 15 TB / day (night)

=~ 294 Wiki / day

(2020, generated)




“Big Data”

- N

Facebook
~ 600 TB / day
~ 11,764 Wiki / day
(2014, incoming Hive data)

The more of your data | gather,
the more | understand
what it means

to be human.




“Big Data”
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on Co

~ 1 PB / day
~ 19,607 Wiki / day
(2017, filtered data)




“Big Data”
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PRISM: NSA Surveillance

~ 29 PB / day
~ 568,627 Wiki / day
(2013, processed)




“Big Data”

Google

~ 100 PB / day

~ 2,000,000 Wiki / day
(2014, processed)




“Big Data”
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Internet Traffic

~ 2.4 EB / day

=~ 47,000,000 Wiki / day
(2014, Cisco estimates)




Data: A Modern-day Bottleneck?
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The ‘V’s of “Big Data”
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VOLUME Y VARIETY VERACITY

DATA SIZE SPEED OF CHANGE DIFFERENT FORMS UNCERTAINTY OF
OF DATA SOURCES DATA




“BIG DATA” IN ACTION ...



Getting Home (Waze)

(e
“What’s the fastest route to get home right now?”

* Processes journeys as background knowledge

e “Participatory Sensing”



Predicting Pre-crime (PredPol)

[ 1 PredPol

“What areas of the city are most need of police patrol at
13:55 on Mondays?”

* PredPol system used by Santa Cruz (US) police patrols

* Predictions based on 8 years of historical crime data
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Getting Elected President (Narwhal)

n

“Who are the undecided voters and how can | convince
them to vote for me?”

e User profiles built and integrated from online sources
* Targeted messages sent to voters based on profile
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Getting Elected President (Narwhal)

“Who are the undecided voters and how can | convince

them to vote ior me?”
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Winning Jeopardy (IBM Watson)

“Can a computer beat human experts at Jeopardy?”

* Indexed 200 million pages of content

* An ensemble of 100 processing techniques




Surveying the Night Sky (LSST)

“What astronomic bodies are changing in the sky?”

e Surveys the visible sky each week (15 TB / day)

* Queries external catalogues for known information




PROCESSING LOTS OF DATA ...



Every Application is Different ...

e Data can be

— (Semi-)Structured data
e (Relational DBs, JSON, XML, CSV, HTML form data)

— Unstructured data

e (text document, comments, tweets)

— And everything in-between!



Every Application is Different ...

e Processing can involve:

— Data Management

 (indexing, querying, joins, aggregation)

— Natural Language Processing

e (keyword search, topic extraction, entity recognition,
machine translation, etc.)

— Or something else / A mix



So where to start?



Scale is a Common Factor ...

[ have an algorithm.

10,000 -

d

[ have a machine that can
process 1,000 input items

! 8,000 |-
in an hour.

6,000 Quadratic O(n?)

often too much

If I buy a machine that is
ntimes as powerful, how

many input items can |
process in an hour?

4,000 -

Depends on what the

2,000 -
algorithm is!!

input size handled per secon

L L L | | | |
))/1 2 3 4 5 6 7 8 9 10

Note: Not the : : :
power of machinery (x instructions per second)

same machine!



Scale is a Common Factor ...

e One machine that’s n e n machines that are
equally as powerful?

times as powerful? VS.




Scale is a Common Factor ...

e Data-intensive

— Inexpensive algorithms / Large inputs
— e.g., Google, Facebook, Twitter

* No black and white!



DISTRIBUTED COMPUTING ...



Distributed Computing

e |ots of data? Need more than one machine!

* Google ca. 1998:

S = (=




Distributed Computing

e |ots of data? Need more than one machine!

* Google ca. 2014:




Data Transport Costs (typical figures)

Important to minimise the network overhead!
e The network gives additional cost
e The network is shared across many machines

(bandwidth)

600 MB/s 100 MB/s 1.25 GB/s

Solid State Network Network

Disk (same rack) (across racks)

50-150 ns 10-100 ps

300-600 ns

(latency)



Data Placement

* Need to think carefully about where to put
what data!

[ have four machines to run a @
website. I have 10 million users.

Each user has personal profile
data, photos, friends and games.
. o I
How should I split the data up

over the machines?

"
i O |1

Depends on the application! @ A
ﬁ <N

But some general principles and f
design choices apply. E < ”""




Network/Node Failures

e Need to think about failures!




Network/Node Failures

Need to think (even more!) carefully about
where to put what datal

[ have four machines toruna ()
website. I have 10 million users.

Each user has personal profile
data, photos, friends and games.

How should I split the data up
over the machines?

(Again) O E S 'N
Depends on the application! i | <N T
But some general principles and ¥‘ (R |||||| 'ﬂﬂ

design choices apply.




Human Distributed Computation




Distribution Not Always Applicable!

| | |
10,000 || —&— O(n) -
= O(n?)
8,000 | | * O(n?)

second

6,000

4,000

2,000 +

input size handled per

0L |
12 3 4 5 6 7 8 9 10

power of machinery (X instructions per second)




Distributed Development Difficult

* Distributed systems can be complex

 Multiple machines; need to take care of
— Data in different locations
— Logs and messages in different places
— Different users with different priorities
— Different network capabilities
— Need to balance load!
— Need to handle failures!

* Tasks may take a long time!
— Bugs may not become apparent for hours
— Lots of data = lots of counter-examples



Frameworks/Abstractions can Help

e For Distrib. Processing * For Distrib. Storage
@ 7 i : %ﬂ»’
GhEgbep = 1
cassandra

ACHE . mongoDB
lfl’(? © 1/,

Apache k.
b |

Solr

&8 kaifka @®neoy



INSIDE TWITTER ...



Based on 2013 slides by Twitter lead
architect: Raffi Krikorian

4 Followin Ry
3 Twitter

Madonna's performance during the Super Bowl's
halftime show saw an average of 8,000 Tweets per
second for five minutes.

Aewezrs | A JOoFETRE W
RETWEETS FAVORITES 24

43 PM - 5 Feb 12 via Twitter for iPhone - Embed this Tweet
4 Reply T3 Retweet Wy Favorite

Reply to @twitter

“Twitter Timelines at Scale”



Big Data at Twitter

150 million active worldwide users

400 million tweets per day

— mean: 4,600 tweets/second
— max: 150,000 tweets/second

300,000 gueries/second for user timelines

6,000 queries/second for custom search

Which aspect is most
important to optimise?



Twitter Timeline

.0 Home

leon

@leyawn
TWEETS FOLLOWING FOLLOWERS
11.3K 714 43K

United States Trends - Change
#AskAlexa

€& Promoted by Amazon Echo
#TheSuperBowl!

Howard Dean

#iLoveYouZayn
#SelenaGomezLive
#itsChineseNewYear
#sundaymotivation

Free Beer

Alexa Says

Katie Holmes

Every Vote Counts

, Moments 9 Notifications

i.o.. Messages L 4

@ What's happening?

Now viewing Top TWeets. swee tomos Recant Twoots?

" jon hendren @fart - 7h
| the doritos corporation is skywriting over town for the super bowl. fools i

already told you we are a #FunyunsFamily

L 3 17

demi adejuyigbe @ electrolemon - 1h
‘_‘ my mom just called me to say she doesn't think the halftime show was

beyonce's best but she likes that coldplay guy. the polls are closed

¥ 117 soe

« L3 36 ¥ 383 oo

Here are some Top Tweets you might enjoy.

Refresh - View all

! Fred Delicious @Fred_Delicious - Sh
L ; Accidentally glued myself to the ceiling again
l

(
{
{

) 3 152 ¥ 266 eoe
. Jomny sun @jonnysun - 1h
% great super bowl evreybody see u next year
- £33 239 ¥ 593 soe

Twitter Small Biz @ TwitterSmallBiz - Jan 27

Start promoting your business on Twitter with a budget that works for you.

Smah Bz

OlF A J-~

Search Twitter

Top Tweet

Top Tweet

2

Top Tweet

o

< & I

Who to follow - Refresh - View all
| Daniel S. Johnson ©iinem
-

2+ Follow

,3 Bill Maher &2 @billmaher
4 2+ Follow
\ @

Find friends

Edward Snowden £ @Sno

2+ Follow

© 2016 Twitter About Help Terms Privacy
Cookies Ads info Brand Blog Status Apps
Jobs Advertise Businesses Media
Developers



Supporting timelines: Write

* mean: 4,000 tweets/second

Tweet ID User ID Bits
Tweet ID User ID Bits | Tweet ID |
Tweet ID User ID Bits
Tweet ID User ID Bits
Tweet ID User ID Bits | Tweet ID |
Tweet ID User ID Bits
Tweet ID User ID Bits
Tweet ID User ID Bits | Tweet ID |
Tweet ID User ID Bits
Tweet ID User ID Bits
e ————————




@ladygaga &

31 million followers

@katyperry @
28 million followers

@justinbieber &

28 million followers

@barackobama @&

23 million followers




Supporting timelines: Read

* 300,000 queries/second

11

‘ Tweet ID User ID Bits
Ir_ Tweet ID User ID Bits | Tweet ID |
m Tweet ID User ID Bits
Tweet ID User ID Bits
W Tweet ID User D Bits | Tweet ID |
I Bisradia ck' I 'gz:ll'mcee ' | TweetyPie | Tweet ID User ID Bits
’ Tweet ID User ID Bits
N [ Tweet ID UseriD | Bits | Tweet ID |
= Tweet ID UserID | Bits

Tweet ID User ID Bits

Ims @p50
4ms @p99



Supporting text search

* Information retrieval

— Earlybird: Lucene clone
— Write once

— Query many




Timeline vs. Search

4,600 requests/sec 300,000 requests/sec
-»0(n) write 5 § —0Q)read

Redis Redis

Write Read
_‘i API | Redis <+ apl "—

Redis

& &

Earlybird

Write

Earlybird

-»O(1) write -+ 0(n) read
4,600 requests/sec 6,000 requests/sec

[0 (G0 -

HlH




Twitter: Full architecture




ABOUT THE COURSE ...



What the Course Is/

* Data-intensive

* Distributed tasks

e Commodity hardware
* General methods

 Practical methods



What the Course Is

Distributed Computing

Distributed Processing Frameworks
Information Retrieval

Distributed Databases

Projects [1-2 weeks]

[1 week]
[5 weeks]
[2 weeks]

[3 weeks]



Course Structure

 Mondays: Lecture

 Wednesdays: Lab

— To be turned in by next Monday evening

e (Some) Fridays: Auxiliar
— Mostly for controls
— We will announce in the forum if there's a session

http://aidanhogan.com/teaching/cc5212-1-2019/



http://aidanhogan.com/teaching/cc5212-1-2018/

Course Marking

* 55% for Weekly Labs (~“5% a lab!)
e 15% for Class Project
* 30% for 2x Controls

Assignments each week ' . Hands-on each week!

Controls : TN 5 No final exam!

Working in groups i = Working in groups!




Passing the Course

Must pass practical part (>4.0 weighted average in):
* Weekly Labs (55%)
* Class Project (15%)

Must pass exam part (>4.0 average in both controls):
e 2x Controls (30%)



Outcomes!




Outcomes!




Outcomes!




Outcomes!
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Outcomes!




Questions?




